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			Abstract

			It is well established that Orange peeled oil biodiesel (OPOB) is a suitable fuel in Compression Ignition (CI) engines because of its compatible physicochemical properties with diesel. Literature is however sparse on its emission characteristics in CI engines majorly because few investigations have been done due to seemingly difficult and time-consuming experiments. On this strength, this work first carried out experimental investigations on carbon monoxide (CO), unburned hydrocarbon (UHC), oxides of nitrogen (NOX) and smoke of orange peel oil based biodiesel in single cylinder, four stroke CI engine; and afterwards applied the power of artificial neural networks (ANNs) prediction model to predict to the full-scale CO, UHC, NOX, and SMOKE values of the CI engine. Brake load, orange oil-diesel mixture percentages and engine speed were the inputs of the ANN while Levenberg Marquardt (trainlm) and scaled conjugate gradient (trainscg) were the training algorithms to enable better comparative estimation. Performance indicators (correlation coefficient (R), mean absolute percentage error (MAPE) and root mean squared error (RMSE)) were used to compare the predicted and experimental values of the neural network. The ANN trained with Levenberg Marquardt algorithm predicted the emissions with highest accuracy (R very close to +1) and low error rates. The study concludes that ANN is a reliable tool to investigate the emissions profile of a CI engine.
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			Introduction

			Developments in the transportation sector, agricultural and industrial sectors reveal that fossil fuels play very important role [1]. However, there is increasing demand for alternative fuel such as biodiesel due to the increasing global population, depletion of world fossil fuel reserves, GHG emission, harmful environmental impact and toxic emissions associated with petroleum fuel resources [2-4]. The major contributing factors of negative environment impact of fossil fuels are the emissions of carbon monoxide (CO), smoke, unburned hydrocarbon (UHC), nitrogen oxides (NOx) and particulate matter (PM) pollutants [5]. These problems, especially environmental security, made it necessary for increased research into alternative environmentally friendly and renewable fuels [6,7]. Biofuels from vegetable oil or animal fats have been proposed as a likely alternative to conventional fuels 

and usage biodiesels from the above sources in a diesel engine represents innovation since it is an oxygenated fuel, possess high cetane number and flash point, it is biodegradable [8], miscible with diesel, sulphur free, compatible with fuel distribution system and can be applied to diesel engine without engine modification [9]. Biodiesel is a fuel of short alkyl esters which are derived from non-fossil sources through catalysed alkaline-based chemical reaction, otherwise called transesterification. The process converts triacylglycerol (TAG) and alcohol into alkyl esters and fatty acid, with glycerol as co-product [2,9,10]. The process reduces the viscosity of the oil by the removal and replacement of glycerine in the oil with radicals of the alcohol [11]. The physicochemical properties of biodiesel are comparable with petroleum diesel [12]. Biofuels are associated with food crises and land availability since they are derived from food-based crops and lands for agricultural purposes would be allocated to planting of biofuel derived plants [13-17]. Therefore, the use of orange peel which is plant waste to produce biodiesel solves the problem of food-versus-fuel argument. Akpan et al. [18], estimated that the total quantity of orange and orange peel oil produced in Nigeria is 1.626 million tons, and 233,859-485,554 litres per annum, respectively. Global estimation shows that in 2017, orange production rose from 3.2 to 50.2 million metric tons [19]. These results show that waste orange peel would be abundant to handle the population demand for orange peel oil as alternative fuel.

			In literature, orange peel oil biodiesel is reported to have been applied in internal combustion engines. Ashok et al. [20]	applied orange peel oil of 20% to evaluate emission performance of a CRDi engine. The evaluation shows that smoke, carbon monoxide and unburned hydrocarbon emissions were lower than those of diesel, while oxides of nitrogen was higher than that of diesel. Ashok et al. [21] investigated the emission effects of 20% lemon peel oil on CRDI. Smoke, carbon monoxide and unburned hydrocarbon emissions showed significant reduction at all operating conditions while oxides of nitrogen was reduced at low injection pressure of lemon peel oil. Kumar et al. [22] investigated the emissions profile of lemon peel oil methyl ester blends on CI engine. The study showed that carbon monoxide and unburned hydrocarbon increased with increase in percentage of exhaust gas recirculation, while oxides of nitrogen decreased at 10% EGR. Ashok et al. [23] made a comparative assessment of orange and lemon peel oil biofuels. The assessment shows that orange peel oil performs better than lemon peel oil but they both have significant reduction in carbon monoxide and unburned hydrocarbon due to their high oxygen content than diesel. However, biofuels emitted higher oxides of nitrogen. Ashok et al. [24] studied the performance and emission values of lemon peel oil on diesel engine. The study observed that with the exception of oxides of nitrogen, lemon peel oil produced lower unburned hydrocarbon, carbon monoxide and smoke due to high oxygen content, Lower LHV and low cetane number. In their study, Purushothaman et al. [25,26] studied the emission characteristics of CI engine operating on diesel-orange oil blends. The investigation shows an increase in emission of oxides of nitrogen and reductions in emissions of smoke, carbon monoxide and unburned hydrocarbon. Manimaran et al. [27] experimentally studied emission of orange peel oil and cotton seed oil blend with petrol in petrol engine. Low carbon monoxide and unburned hydrocarbon emissions were observed as compared to petrol fuel. In all the literatures, the reduced emission profiles were attributed to oxygen content of the orange peel oil, lower low heating value and cetane index, and lean air-fuel mixture but there was no attempt to test unblended OPOB. From the reviews, only low percentage blends of OPOB and citrus derived biodiesels were used in the emission studies. It will be interesting to note that 100% OPOB biodiesels were not applied. Thus, this study is partly focused towards thinning this gap. Table 1 shows the properties of orange peel oil and diesel.

			Table 1: Properties of orange peel oil and diesel [20,26,28].

			
				
					
					
					
					
				
				
					
							
							Properties

						
							
							ASTM Method

						
							
							Orange Peel Oil

						
							
							Diesel

						
					

					
							
							Calorific value KJ /kg

						
							
							D-4809

						
							
							34,650

						
							
							43,000

						
					

					
							
							Density@30˚ kg/lit

						
							
							D-4052

						
							
							0.8169

						
							
							0.8284

						
					

					
							
							Viscosity @ 40˚C, cSt

						
							
							D-445

						
							
							3.52

						
							
							2.7

						
					

					
							
							Flash point, ˚C by PMCC method

						
							
							D-93

						
							
							74

						
							
							52

						
					

					
							
							Fire point, ˚C by PMCC method

						
							
							D-2500

						
							
							82

						
							
							65

						
					

					
							
							Cetane Number

						
							
							D-613

						
							
							47

						
							
							49

						
					

					
							
							Oxygen content

						
							
							 -

						
							
							21.2

						
							
							 -

						
					

				
			

			The use of ANN becomes a necessity when application of biodiesel is geared towards commercial implementation. The reason is that optimisation of the best acceptable suitable mixture (biodiesel + diesel) requires strenuous series of experiment which are time consuming, costly and complex to conduct [29,30]. ANN has been found to be a powerful tool for predicting complex relations in engineering by establishing the relationship between input and output parameters [31]. In this study, experimental study was conducted on CI engine and the emission profile obtained. The experimental results were employed to train the developed neural network models. In the network, the outputs were the emissions (carbon monoxide, unburned hydrocarbon, oxides of nitrogen and smoke), while the inputs were engine load, speed and blend percentages. ANN is an information system that imitates the human neurological system [32,33]. It has the best features among estimation models and the multilayer perceptron (MLP) structure is the most used [34]. The MLP consists three or more layers: an input layer, one or more hidden layer, and an output layer and the neurons are interconnected by linking weights [35-39]. All the layers contain neurons which are interconnected. The input layer neurons only transfer information to the hidden layer neurons. In the hidden layer, each neuron makes addition of all the inputs, such that once the summation exceeds activation values, an output is produced. The inputs are transferred to the output layer, and the process may be repeated depending on the number of iterations and error, and a response is obtained. The error is back-propagated into the network until sufficient minimisation is achieved. The error is the difference between predicted value and actual value. Sufficiently trained neural network has improved predictive ability [40]. Mathematically, the output is expressed as:

			[image: ]

			Where[image: ], is the output of the output layer, [image: ]is the activation function, [image: ]weights of the output layer, [image: ]weights of the hidden layer, [image: ] are the values of the inputs, [image: ]is the value of the bias neuron of the hidden layer.

			The summation is transferred by activation or transfer function[image: ]. For any given input, activation flow is transferred from input layer to output layer through hidden layer [41]. Figure 1 shows how ANN computations are performed.
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			The neural network has been widely applied in engineering and sciences with great results achieved. Mehra et al. [42], utilised the power of ANN to predict the performance and emission parameters of a turbocharged SI engine fuelled with various HCNG mixtures. Alimissis et al. [43] applied ANN to evaluate air pollutants (CO, NOX, ozone and sulphur oxide) of Metropolitan Anthens in Greece. Kumar et al. [44] predicted the energy consumption of a building using ANN. The network was trained using past history data which represented the behaviour of the building. Zhiqiang et al. [45] predicted the performance and emissions of a single cylinder PFI engine running in blends of butanol-gasoline, using compression ratio, equivalence ratio, blend percentage and engine brake load as input parameters. Nwufo et al. [46] investigated the performance of a single cylinder G200 IMEX spark ignition engine using artificial neural network model approach. The model showed that the Levenberg Marquardt algorithm and logistic sigmoid activation function for a model of structure 4-10-2 provided a sufficiently high prediction accuracy. Argumugam et al. [47]	determined the performance and emission of a single cylinder four stroke diesel engine fuelled with blends of rapeseed oil methyl ester using four inputs: blend percentages of the biodiesel, engine load specific fuel consumption and exhaust temperature, and one output: brake thermal efficiency. Emissions of a liquefied petroleum gas (LPG) spark ignition engine has been studied using ANN. The model adopted the back propagation algorithm for the training. The ANN predicted the performance and emission of the engine with very low RMSE, MRE, and high R [48]. Mustafa et al. [49] used ANN model created using C++ programming language to predict engine performance and exhaust emissions of spark ignition engine.

			The crux of the novelty of this paper is the development of ANN models for extensive evaluation of the emission pattern of CI engine operated on OPOB-fuelled CI engines. The novelty rests on our detailed explanation of the CI engines ANN models which reflected three input parameters: engine load, engine speed and blend percentages; and four output parameters: CO, UHC, NOX and Smoke. Two distinct cases were considered with respect to number of hidden layer neurons and the types of algorithms used. While we cannot claim novelty of the two algorithms used, their combined application is however novel because it enhances the choice of reliably efficient ANN model for the network estimation. Another novelty of the work is the particular assessment of the emission profiles of unblended orange peel oil biodiesel (OPOB) in CI engine. Therefore, this paper focused on crossing the existing gap in application of unblended OPOB in CI engines; and also proposed a new method of CI engine emissions prediction with minimal time and effort.

			Materials and Method

			Materials used in the biodiesel production

			The materials used include orange peel, sucrose, urea, distilled water, stirrer, foil paper, watmann No1 filter paper, piece of folded cheese cloth and baker’s yeast. Also, we used glass beakers, graduated cylinders, conical flask, test tubes, micro pipettes, wash bottles, electronic weighing machine, autoclave, incubator, centrifuge, alchometer hydrometer, thermometer, distillation unit, heating mantle, Distillation, Orange, Peel Oil Fermentation Biodiesel magnetic stirrer with hot plate and water bath. In the characterisation of the orange peel oil biodiesel, bomb calorimeter, viscometer, pour point and cloud point, equipment, flash point and fire point equipment, ethanol, diesel, plastic bottles, funnel and combustion gas analyser were used.

			Production of orange peel oil biodiesel

			Preparation of the biodiesel involved pre-treatment in which orange peels were collected from local market orange sellers, separated, washed with clean water, and air dried. After, it was grinded, sieved and put in air tight polythene. This was done to enhance quality of the fermentable starch. Inoculums process was conducted in which chemical additives were prepared. Fermentation process took place afterwards under 20˚C-35˚C in order to maximise biodiesel production. Fermentation begun after the prepared substrate mixed with inoculums thoroughly. After this action, the two processes that followed were filtration of the fermented mixtures with beaker that was covered with cheese cloth and proper distillation of the filtrate using distilling pot and heating mantle. Figure 2 shows the process involved in Orange peel Oil biodiesel production.

			[image: ]

			Engine test

			A test rig which comprises a CI engine, brake dynamometer, combustion gas analyser, biodiesel and diesel fuels, and funnel was set up. Series of tests were conducted using a single cylinder, air cooled, direct injection, diesel engine. The engine was connected to an electrical dynamometer and gas analyser. Blend (diesel + orange peel oil biodiesel) percentages of mixture containing orange peel oil of proportion 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 percent were prepared. The initial experiment was conducted using neat diesel at different brake loads. After that the engine was subsequently switched over to the various orange peel oil diesel blends. After operating the engine with the blends, the engine was lastly operated on diesel fuel to ensure difficulties are not encountered during subsequent usage. Figure 3 shows the experimental set up, while Table 2 shows the engine specifications.

			Table 2: Engine Specification.

			
				
					
					
					
				
				
					
							
							S/N

						
							
							Engine Parameter

						
							
							Value

						
					

					
							
							1

						
							
							Rated Power

						
							
							4.4KW

						
					

					
							
							2

						
							
							Stoke

						
							
							110mm

						
					

					
							
							3

						
							
							Cylinder Bore

						
							
							87.5mm

						
					

					
							
							4

						
							
							Compression ratio

						
							
							17.5:1

						
					

					
							
							5

						
							
							Swept Volume

						
							
							661cc
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			ANN Model

			After tabulating the emission profiles, ANN models were developed using the experimental data. The ANN models were executed using MATLAB. The ANN inputs were blend percentages, brake load and the speed; the outputs were emission parameters (carbon monoxide, unburned hydrocarbon, oxides of nitrogen, and smoke). The number of neurons in the hidden layer was continuously interchanged for all chosen training algorithm until a better result was obtained. During the simulation, 70% of the experimental data were used for training the network, while the remaining 30% was used testing and validation of the network. Two algorithms were used to execute the task, which include Levenberg-Marquardt (trainlm), and Scaled conjugate gradient (trainscg). This was to ensure that a better estimation was obtained. The network structures were 3-10-4, 3-12-4, and 3-15-4. This multi-structural approach was to set very good basis for performance comparison.

			ANN models performance indicators

			Some statistical parameters are usually employed to evaluate the performance of ANN models. Correlation coefficient R, mean absolute percentage error MAPE, and root mean squared error RMSE, were used to evaluate the performance of the networks. Equations 2-4 shows the performance indicators.
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			Results and Discussion

			Engine emission evaluation

			Carbon monoxide

			Figure 4 represents the effect of carbon monoxide (CO) emissions with respect to brake power. Carbon monoxide emissions represent partial reaction between carbon and carbon dioxide. Thus, incomplete atomization or carbon dissociation results in CO production. However, we observed that CO emissions were higher at low and partial loads than full brake powers. Contributing factors could be low in-cylinder pressure and temperature resulting from prolonged ignition delay enhanced by delayed combustion during premixing of the fuels and air. Generally, 100% OPOB, that is B100, produced the least CO emissions, and all the blends produced lower CO than diesel.

			[image: ]

			Unburned hydrocarbon

			Formation of unburned hydrocarbon (UHC) has been linked to the trapping of fuel-air mixture in the parts of the combustion chamber. This makes the mixture to hide from flame. Emissions of the entrapped fuels are called unburned hydrocarbon. Such emissions were lower in OPOB and its blends than diesel. A necessary factor which influences this, could be high oxygen content of OPOB which results to complete combustion. UHC was low at fuel load than partial load. Figure 5 shows the behaviour of UHC with respect to brake power.

			[image: ]

			Oxides of nitrogen

			Oxides of nitrogen (NOX) is influenced by many factors which include in-cylinder temperature, coefficient of excess air, higher combustion temperature and time of occurrence of combustion reaction. Oxygen is associated with higher temperature and excess air, while ignition delay has been associated with cetane number. The lower the cetane number, prolong is the ignition delay, thus longer time for occurrence of combustion. From Table 1, cetane number is lower in OPOB than diesel. By this, we observed that produced lower NOX than OPOB and the blends. Figure 6 shows the relation between NOX and brake power.

			[image: ]

			Smoke

			The variation of smoke with brake power is shown in Figure 7. In contrast, smoke emissions were lower for OPOB and the blended fuels than diesel. A major factor to which this is occurrence is attributed is the higher oxygen content of OPOB and the high aromatic quality of diesel. It was observed that at full load, smoke increased significantly. It has been reported that at full load, there is minimal air-fuel ratio. This results to incomplete combustion of the fuels. However, OPOB and the blended fuels emitted minimal smoke than diesel.

			[image: ]

			Evaluation of correlation among parameters – sensitivity analysis

			After normalisation, another critical step is usually identification of the correlations among the input and output parameters; otherwise called sensitivity analysis. The correlations were evaluated using Pearson correlation which operates in the range of -1 to +1 [50,51]. Table 3 shows the correlation coefficients among input and output parameters.

			Table 3: Parameter correlations – sensitivity of inputs to outputs and output to input.

			
				
					
					
					
					
					
					
					
					
				
				
					
							
							 

						
							
							PEB

						
							
							EL

						
							
							ES

						
							
							CO

						
							
							UHC

						
							
							NOX

						
							
							SMOKE

						
					

					
							
							PEB

						
							
							1

						
							
							 -

						
							
							 -

						
							
							-0.166

						
							
							-0.185

						
							
							0.259

						
							
							-0.079

						
					

					
							
							EL

						
							
							 -

						
							
							1

						
							
							-0.894

						
							
							-0.879

						
							
							-0.897

						
							
							-0.44

						
							
							0.915

						
					

					
							
							ES

						
							
							 -

						
							
							-0.894

						
							
							1

						
							
							0.623

						
							
							0.607

						
							
							0.257

						
							
							-0.895

						
					

					
							
							CO

						
							
							-0.166

						
							
							-0.879

						
							
							0.623

						
							
							1

						
							
							0.949

						
							
							0.586

						
							
							-0.692

						
					

					
							
							UHC

						
							
							-0.185

						
							
							-0.847

						
							
							0.607

						
							
							0.949

						
							
							1

						
							
							0.522

						
							
							-0.659

						
					

					
							
							NOX

						
							
							-0.259

						
							
							-0.44

						
							
							0.257

						
							
							0.586

						
							
							0.522

						
							
							1

						
							
							-0.385

						
					

					
							
							SMOKE

						
							
							-0.079

						
							
							0.918

						
							
							-0.895

						
							
							-0.692

						
							
							-0.659

						
							
							-0.385

						
							
							1

						
					

				
			

			Useful information can be extracted from the table. The highest correlations among the output parameters are in theorder of engine load (EL), engine speed (ES), and percentage fuel blends (PFB). This equally shows the contribution of each input parameters to the various emissions. The data from experiment, after using Pearson correlation method to test their sensitivity showed that each emission data operating within a range of -1 and +1 has values that largely correlate with the input parameters.

			ANN model results for different training algorithms

			The predicted data were compared with the experimental using the performance indicators. During the training, the number of hidden layer neurons was estimated using equation 5:

			[image: ]

			Where NN is number of hidden layer neurons, S is number of training data set used in the ANN. I, number of input parameters and O is number of output parameters respectively. The actual number of hidden layer neurons in the ANN training is usually varied by ±٥ from the solution obtained in eq. (5) [30].

			The neural network was trained with two different algorithms (Levenberg Marquardt and Scaled Conjugate Gradient) for better estimation. The results of the performance of the ANN model using the performance indicators is shown below (Table 4).

			Table 4: Performance of the ANN model.

			
				
					
					
					
					
				
				
					
							
							Training Algorithm

						
							
							NN

						
							
							R

						
							
							RMSE

						
					

					
							
							LM

						
							
							10

						
							
							0.99922

						
							
							0.4033361

						
					

					
							
							LM

						
							
							12

						
							
							0.99927

						
							
							0.40542657

						
					

					
							
							LM

						
							
							15

						
							
							0.999605

						
							
							0.1042192

						
					

					
							
							SCG

						
							
							10

						
							
							0.99738

						
							
							0.6917297

						
					

					
							
							SCG

						
							
							12

						
							
							0.99803

						
							
							0.7040099

						
					

					
							
							SCG

						
							
							15

						
							
							0.99353

						
							
							1.0301942

						
					

				
			

			From the table, we see that the Levenberg Marquardt algorithm trained with 15 hidden neurons produced the best result with correlation coefficient value of R=0.999605 and root mean squared error RMSE=0.1042192.

			ANN result for carbon monoxide emission

			Using eq. 5 we made selection of 10 to 15 hidden neurons. Table 5 shows the performance of the neural network with regards to CO. The performance values recorded when Levenberg Marquardt algorithm with 15 hidden neurons were adopted show improved result. The MAPE Value was below 10% i.e. 9.1954% with a regression value of R=0.9881 and RMSE of 0.1853. Figure 8 & 9 show the linear correlation between predicted and experimental results for the two algorithms with different hidden neurons. We observed that the correlation coefficients of Levenberg Marquardt algorithm were close to +1 which indicates stronger relationship. Almost all data points were close to the linear line than those of Scaled Conjugate Gradient. The RMSE values of the Levenberg Marquardt algorithm were relatively lower than those of Scaled Conjugate Gradient.

			Table 5: Performance measure of neural network for CO.

			
				
					
					
					
					
					
				
				
					
							
							Training Algorithm

						
							
							NN

						
							
							R

						
							
							MAPE

						
							
							RMSE

						
					

					
							
							LM

						
							
							10

						
							
							0.974199

						
							
							18.08934

						
							
							0.204542

						
					

					
							
							LM

						
							
							12

						
							
							0.981828

						
							
							14.28251

						
							
							0.164716

						
					

					
							
							LM

						
							
							15

						
							
							0.988118

						
							
							9.1954

						
							
							0.185252

						
					

					
							
							SCG

						
							
							10

						
							
							0.960359

						
							
							19.24769

						
							
							0.246962

						
					

					
							
							SCG

						
							
							12

						
							
							0.939349

						
							
							31.06403

						
							
							0.297207

						
					

					
							
							SCG

						
							
							15

						
							
							0.838328

						
							
							31.06403

						
							
							0.469389
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			ANN result for unburned hydrocarbon

			Table 6 shows the consistencies between ANN predicted values and the experimental values for UHC. Using equations 2-5 we developed Table 6. The table fixtures how predicted values correlate with experimental values of UHC and the magnitude of the errors between them for the different number of hidden layer neurons. Most of the predicted values were within ±1% deviation from the experimental results for the trainlm algorithm. The Levenberg Marquardt algorithm produced relatively better correlation coefficient than the Scaled Conjugate Gradient. The MAPE values of LM trained with 15 hidden neurons was below 10% i.e. 7.76%. Figure 10 & 11 show the linear relationship between predicted and experimental results of Levenberg Marquardt algorithm and Scaled Conjugate Gradient with different neurons, respectively. Figure 10 reflected better linearization than Figure 11, with almost all data points within the linear line especially with NN=15.

			Table 6: Performance measure of neural network for UHC.

			
				
					
					
					
					
					
				
				
					
							
							Training Algorithm

						
							
							NN

						
							
							R

						
							
							MAPE (%)

						
							
							RMSE (g/kWh)

						
					

					
							
							LM

						
							
							10

						
							
							0.6199

						
							
							11.90533

						
							
							0.019368582

						
					

					
							
							LM

						
							
							12

						
							
							0.8961

						
							
							13.23677

						
							
							0.106854255

						
					

					
							
							LM

						
							
							15

						
							
							0.9257

						
							
							7.7578

						
							
							0.022728418

						
					

					
							
							SCG

						
							
							10

						
							
							0.7424

						
							
							33.59124

						
							
							0.163685197

						
					

					
							
							SCG

						
							
							12

						
							
							0.8664

						
							
							31.68115

						
							
							0.143261997

						
					

					
							
							SCG

						
							
							15

						
							
							0.8827

						
							
							36.11207

						
							
							0.087012947
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			ANN result for oxides of nitrogen

			Table 7 shows the values of networks performance between predicted values and experimental values for NOX. Equations 2-5 were applied in establishing Table 7. Most of the predicted values were within ± 5% error deviation from the experimental results for the trainlm algorithm as show by the MAPE value. NN=15 produced the least error value of ± 2.84%. The correlation coefficients of the two algorithms with different numbers of hidden layer neurons were marginally different. We observed that R (i.e. 0.9691) was highest, approximately +1, for Levenberg Marquardt algorithm that was trained with 15 hidden layer neurons. The RMSE values were generally low but least for Levenberg Marquardt algorithm with NN=15. Figure 12 & 13 show the correlation between predicted and experimental results for Levenberg Marquardt algorithm and Scaled Conjugate Gradient. The data points show closer cluster around the linear line, especially for diagram 3 in Figure 12, than those of Figure 13.

			Table 7: Performance measure of neural network for NOx.

			
				
					
					
					
					
					
				
				
					
							
							Training Algorithm

						
							
							NN

						
							
							R

						
							
							MAPE (%)

						
							
							RMSE (g/kWh)

						
					

					
							
							LM

						
							
							10

						
							
							0.9256

						
							
							3.020397

						
							
							1.072452092

						
					

					
							
							LM

						
							
							12

						
							
							0.8673

						
							
							4.427958

						
							
							1.362288857

						
					

					
							
							LM

						
							
							15

						
							
							0.9691

						
							
							2.8352

						
							
							0.745076503

						
					

					
							
							SCG

						
							
							10

						
							
							0.8565

						
							
							5.049066

						
							
							1.42230271

						
					

					
							
							SCG

						
							
							12

						
							
							0.927

						
							
							4.617776

						
							
							1.044478339

						
					

					
							
							SCG

						
							
							15

						
							
							0.7399

						
							
							8.216469

						
							
							1.842720543
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			ANN result for smoke emission

			The performances of the network models are shown in Table 8 with reference to predicted and experimental values for Smoke emissions. Using equations 2-5 we established Table 8. The table shows that the correlation coefficient the two algorithms with hidden layer neurons of 10, 12, and 15 were slightly different, with Levenberg Marquardt algorithm trained with NN=15 producing the best regression, R=0.9764. Most of the predicted values were within ±١٠% error deviation from the experimental results for the trainlm algorithm of NN=15, as shown by MAPE value. The RMSE was generally low. Figure 14 & 15 show the correlation between predicted and experimental results of the two different algorithms with different neurons. The data points show convergence around the linear line for Figure 14 than those of Figure 15. This shows why the regression values of the Levenberg Marquardt algorithm were higher than those of Scaled Conjugate Gradient.

			Table 8: Performance measure of neural network for SMOKE.

			
				
					
					
					
					
					
				
				
					
							
							Training Algorithm

						
							
							NN

						
							
							R

						
							
							MAPE (%)

						
							
							RMSE (BSU)

						
					

					
							
							LM

						
							
							10

						
							
							0.9653

						
							
							12.5268

						
							
							0.098146

						
					

					
							
							LM

						
							
							12

						
							
							0.9347

						
							
							17.30431

						
							
							0.084771

						
					

					
							
							LM

						
							
							15

						
							
							0.9764

						
							
							8.8093

						
							
							0.1057

						
					

					
							
							SCG

						
							
							10

						
							
							0.7643

						
							
							17.53948

						
							
							0.526884

						
					

					
							
							SCG

						
							
							12

						
							
							0.8963

						
							
							20.85696

						
							
							0.271019

						
					

					
							
							SCG

						
							
							15

						
							
							0.9488

						
							
							24.75534

						
							
							0.282916
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			Conclusion

			
					In the study, the application of ANN estimation approach for emissions of CI engine fuelled with biofuel of orange peel oil-diesel blends was conducted after experimental study. The experimental result showed an improved CO, UHC, and Smoke when 100% OPOB and its blends were applied. Similarly, CO, UHC, NOX and Smoke were predicted using engine speed, blend percentages of biodiesel, and brake load as inputs. The predicted ANN results were compared with the experimental values using the performance indicators. The following critical conclusions are made from the study:

					The best regression values for CO, UHC, NOX and Smoke were close to +1; indicating a very strong positive relationship between predicted and experimental data. The ANN of feed forward back propagation, Levenberg Marquardt algorithm with NN=15 produced the best results. The computed MAPE and RMSE were very low, which show very high performance of the model. MAPE values were 9.1954, 11.7578, 2.8352, and 8.80930, while RMSE values were 0.1853, 0.0227, 0.7451 and 0.1057 for CO, UHC, NOX and SMOKE respectively.

					Experimentally, 100% OPOB produced the least CO, UHC and SMOKE; while OPOB and the blends produced higher NOX than diesel.

					ANN is a powerful tool for conducting modelling studies for emissions characteristics of CI engines operated with blended fuels.Acknowledgement
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Figure 6: Variation of UHC against brake power.
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Figure 12: Predicted against experimental reslts for Levenberg Marquardt (LM) algorithm with different number of hidden neurons (NN).
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Figure 5: Variation of UHC against brake power.
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Figure 3: Experimental setup.
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Figure 14: Predicted against experimental results for Levenberg Marquardt (LM) algorithm with different number of hidden neurons (NN).
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Figure 13: Predicted against experimental results for Scaled Conjugate Gradient (SCG) algorithm with different number of hidden neurons
(NN)
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Figure 4: Variation of CO against brake power.
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Figure 8: Predicted vs experimental results of Levenberg Marquardt (LM) algorithm with different number of hidden neurons (NN).
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Figure 15: Predicted against experimental results for Scaled Conjugate Gradient (SCG) algorithm with different number of hidden neurons
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Figure 10: Predicted vs experimental results for Levenberg Marquardt (LM) algorithm with different number of hidden neurons (NN).






