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Introduction

Artificial Intelligence (AI) is growing exponentially within 
different industry sectors, including obstetrics and gynecology [1], 
where its usage can be found in several sub-fields. For instance, 
it can be used for detecting potential pregnancy complications, 
assisting gynecological surgery, or by the usage of computational 
systems that aid pathologists during cancer screening.

However, several traditional AI approaches have only focused 
on developing accurate systems, that while being very precise, they 
are black boxes that do not provide any insights about the decision 
reached. With these approaches, an AI system could effectively 
detect cancer on an image, but without giving any reasons about 
why. This is the reason why Explainable Artificial Intelligence 
(XAI) has emerged recently as a field, aiming to complement the 
decisions of an AI system with an explainability layer that offers 
actionable insights about the model outcome [2].

AI models can either be opaque systems that do not provide 
any information about their inner decision process, or they can 
be what is known as “white-box” models, where they provide a 
mathematical justification about it. None the less, XAI aspires to go 
beyond that and, regardless of the AI model, generate explanations 
that take into account the audience that will receive them (e.g., 
a medical doctor or a patient), that are aligned to prior domain 
knowledge [3], that are easy to understand [4], and that are useful 
and actionable. This is indeed an important aspect to include in 
many industry AI systems, and the best approach is to consider it 
from the beginning of their life cycle [5], since additional use cases 
can be discovered by using this strategy.

XAI is especially important within the medical domain because 
doctors need to trust the model decisions in order to consider them 
as a reliable source of information [6]. Due to this, XAI is appearing 
more often complementing other AI approaches in this field. This 
is the case of medical imaging, where AI has already been useful 
for cases like ultrasound imaging for gynecology and obstetrics 
[7] for tasks such as prove guidance, fetal biometric plane 
finder, anomaly scan completeness and anomaly highlighting, 
or cyst classification. For many of these tasks, the traditional AI 
approach will only provide an output (e.g., there is an anomaly 
or not), but with XAI, this is complemented with reasons behind 
that. This is the case of [8], where the authors work with whole 
slide images (WSIs). They propose a system called HistoMapr-
Breast, a software tool based on XAI for breast core biopsies, that 
automatically sees breast core WSIs and provides a diagnostic 
over the image (e.g., ‘Atypical Ductal Hyperplasia’) that includes 
highlights over the image that indicate the regions in the WSIs 
that are associated to the diagnostic, indicating the key findings 
(e.g., apocrine & atypical nuclei). The system is also transparent by 
including a confidence in the diagnostic and has a “doctor-in-the-
loop” approach by asking the doctor about whether the diagnostic 
is correct or incorrect.

Besides medical imaging, XAI has also been used for purposes 
like assisting breast cancer therapies [9]. The authors present a 
XAI-based framework, where the system collects patients’ medical 
records (e.g., biomarkers), automatically outlines the most 
important clinical features for oncological patient profiling, and 
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performs a clustering over the patients, in order to associate each 
of them with a particular patient profile.

Another XAI use-case is its usage for safe intraoperative 
decision support [10]. Here, the authors present a XAI approach 
the provide surgeons with real time alerts about upcoming 
intraoperative events (e.g., bleeding), in order to augment their 
clinical judgement, based on real-time information, such as the 
vital signs of the patient. With this, surgeons have a complementary 
tool, so they can decide whether to take actions based on the 
recommendation and explanations provided by the AI system, 
or not. A XAI support similar to this has been proven useful in 
order cases, such as aiding anesthesiologists for the prediction of 
hypoxemia, as shown in [11], where their predictions increased 
from 15% to 30% thanks to using the explanations provided by 
the XAI system. With this, we see several uses cases where XAI has 
been useful for helping professionals within the medical domain. 
Even though there are still aspects within XAI that need further 
research (such as providing causal explanations or measuring 
the quality of the explanations [12]), right now XAI offers many 
possibilities, and is already helping within real-world use cases.

References
1.	 Iftikhar P, Kuijpers MV, Khayyat A, Iftikhar A, De Sa, et al. (2020) 

Artificial intelligence: A new paradigm in obstetrics and gynecology 
research and clinical practice. Cureus 12(2): e7124.

2.	 Arrieta B, Dıaz-Rodrıguez N, Del Ser J, Bennetot A, Siham T, et al. 
(2020) Explainable artificial intelligence (XAI): Concepts, taxonomies, 
opportunities, and challenges toward responsible AI. Information 
Fusion 58: 82-115.

3.	 Barbado A, Corcho O (2020) Planation generation for anomaly 
detection models applied to the fuel consumption of a vehicle fleet. 
arXiv preprint arXiv: 2010.16051.

4.	 Barbado, Corcho O, Benjamins R (2022) Rule extraction in unsupervised 
anomaly detection for model explainability: Application to oneclass 
SVM. Expert Systems with Applications 189.

5.	 Benjamins R, Barbado A, Sierra D (2019) Responsible AI by design in 
practice. arXiv 2.

6.	 Holzinger, Langs G, Denk H, Zatloukal K, Muller H, et al. (2019) 
Causability and explainability of artificial intelligence in medicine. 
WIREs Data Mining and Knowledge Discovery 9(4): e1312.

7.	 Drukker L, Noble J, Papageorghiou A (2020) Introduction to artificial 
intelligence in ultrasound imaging in obstetrics and gynecology. 
Ultrasound in Obstetrics & Gynecology 56(4): 498-505.

8.	 Tosun B, Pullara F, Becich MJ, Taylor D, Fine JL, et al. (2020) Explainable 
AI (xAI) for anatomic pathology. Advances in Anatomic Pathology 
27(4): 241-250.

9.	 Amoroso N, Pomarico D, Fanizzi A, Didonna V, Francesco G, et al. (2021) 
A roadmap towards breast cancer therapies supported by explainable 
artificial intelligence. Applied Sciences 11(11): 4881.

10.	Gordon L, Grantcharov T, Rudzicz  F (2019) Explainable artificial 
intelligence for safe intraoperative decision support. JAMA Surg 
154(11): 1064-1065.

11.	Lundberg SM, Nair B, Vavilala MS, Horibe M, Eisses MJ, et al. (2018) 
Explainable machine-learning predictions for the prevention of 
hypoxaemia during surgery. Nat Biomed Eng 2(10): 749-760.

12.	Holzinger, Dehmer M, Emmert-Streib F, Rita C, Augenstein I, et al. 
(2021) Information fusion as an integrative cross-cutting enabler 
to achieve robust, explainable, and trustworthy medical artificial 
intelligence. Information Fusion 79: 263-278.

Your next submission with Juniper Publishers    
      will reach you the below assets

•	 Quality Editorial service
•	 Swift Peer Review
•	 Reprints availability
•	 E-prints Service
•	 Manuscript Podcast for convenient understanding
•	 Global attainment for your research
•	 Manuscript accessibility in different formats 

         ( Pdf, E-pub, Full Tsext, Audio) 
•	 Unceasing customer service

                 Track the below URL for one-step submission 
  https://juniperpublishers.com/online-submission.php

This work is licensed under Creative
Commons Attribution 4.0 License
DOI: 10.19080/JGWH.2021.21.556094

http://dx.doi.org/10.19080/JGWH.2021.22.556094
https://www.sciencedirect.com/science/article/pii/S1566253519308103
https://www.sciencedirect.com/science/article/pii/S1566253519308103
https://www.sciencedirect.com/science/article/pii/S1566253519308103
https://www.sciencedirect.com/science/article/pii/S1566253519308103
https://www.sciencedirect.com/science/article/pii/S0957417421014329
https://www.sciencedirect.com/science/article/pii/S0957417421014329
https://www.sciencedirect.com/science/article/pii/S0957417421014329
https://arxiv.org/abs/1909.12838
https://arxiv.org/abs/1909.12838
https://wires.onlinelibrary.wiley.com/doi/full/10.1002/widm.1312
https://wires.onlinelibrary.wiley.com/doi/full/10.1002/widm.1312
https://wires.onlinelibrary.wiley.com/doi/full/10.1002/widm.1312
https://obgyn.onlinelibrary.wiley.com/doi/full/10.1002/uog.22122
https://obgyn.onlinelibrary.wiley.com/doi/full/10.1002/uog.22122
https://obgyn.onlinelibrary.wiley.com/doi/full/10.1002/uog.22122
https://www.ingentaconnect.com/content/wk/adapa/2020/00000027/00000004/art00004
https://www.ingentaconnect.com/content/wk/adapa/2020/00000027/00000004/art00004
https://www.ingentaconnect.com/content/wk/adapa/2020/00000027/00000004/art00004
https://moh-it.pure.elsevier.com/en/publications/a-roadmap-towards-breast-cancer-therapies-supported-by-explainabl
https://moh-it.pure.elsevier.com/en/publications/a-roadmap-towards-breast-cancer-therapies-supported-by-explainabl
https://moh-it.pure.elsevier.com/en/publications/a-roadmap-towards-breast-cancer-therapies-supported-by-explainabl
https://pubmed.ncbi.nlm.nih.gov/31509185/
https://pubmed.ncbi.nlm.nih.gov/31509185/
https://pubmed.ncbi.nlm.nih.gov/31509185/
https://pubmed.ncbi.nlm.nih.gov/31001455/
https://pubmed.ncbi.nlm.nih.gov/31001455/
https://pubmed.ncbi.nlm.nih.gov/31001455/
https://www.sciencedirect.com/science/article/pii/S1566253521002050
https://www.sciencedirect.com/science/article/pii/S1566253521002050
https://www.sciencedirect.com/science/article/pii/S1566253521002050
https://www.sciencedirect.com/science/article/pii/S1566253521002050
https://juniperpublishers.com/submit-manuscript.php
http://dx.doi.org/10.19080/JGWH.2021.22.556094

